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1. Publishable Executive Summary
This is a work-in-progress draft that specifies the ECOOP Data Management System metadata catalogues, viewing and downloading services.

The implementation plan is broken into three main phases with following progress notes:
1. Phase 1 is harmonisation of in situ data and metadata exchange formats within data centres. The specification is 99% complete (a small CDI modification for ECOOP should be rubber-stamped by SeaDataNet in November). Some data centres have begun reviewing and implementing harmonisation phase based on specification information to date. Mandatory.
2. Phase 2 is the deployment of INSPIRE-type service interfaces on top of these harmonised data and metadata formats. This includes DAPPER, WFS, WMS, and CSW. This phase is progressing behind the scenes to date. Installation instructions for this technology will follow, after data becomes made available by data centres to enable prober and through testing of this technology, before full deployment in ECOOP. These services will be accessible via ECOOP portal(s). Local deployment optional, otherwise remote deployment.
3. Phase 3 is an option to connect data centres’ harmonised in situ data and metadata to the SeaDataNet portal. If a data centre harmonise their data and metadata according to SeaDataNet standards (as recommended in Phase 1), then no extra work is required by an ECOOP data centre. Optional.
This report covers Phase 1. Details on Phases 2 and 3 will follow in a version 2 of this report.

2. Introduction
This report is formally part of ECOOP WP2 - ‘Integration of observing networks’. The purpose of this report is to specify and document the ECOOP Data Management System (DMS) catalogue, viewing and downloading services. These services will connect to ECOOP WP8 - European Marine Information System of Systems (EuroMISS). This specification report follows the architecture plan for both the data delivery and metadata aspects of the DMS. The architecture was presented in joint reports D2.2.1.3 (report on the architectural plan for building the ECOOP DMS based on review of best practices (software patterns and design)) and D2.2.2.2 (report on the architecture of the ECOOP metadata catalogue system) [1].
Chapter 3 reviews the Data Management System architecture plan and its current specification status. Subsequent chapters specify and detail individual architecture components in more detail. But first, the objectives of the overall ECOOP project are introduced, followed by the specific objectives of the Data Management System within ECOOP WP2.
2.1. Overall ECOOP objectives

The overall goal of ECOOP is to: consolidate, integrate and further develop existing European coastal and regional seas operational observing and forecasting systems into an integrated pan- European system targeted at detecting environmental and climate changes, predicting their evolution, producing timely and quality assured forecasts, providing marine information services (including data, information products, knowledge and scientific advices) and facilitate decision support needs. This is being attained through the following activities [2]:
1. Integrate existing coastal and regional sea observing (remote sensing, in-situ) networks into a pan-European observing system.
2. Integrate existing coastal and regional sea forecasting systems into a pan-European forecasting system and assimilate pan-European observation database into the system.
3. Assess the quality of pan-European observing and forecasting system.
4. Advance key technologies for the current and next generation pan-European observing and forecasting system.
5. Develop and generate value-added products for detecting environment and climate change signals.
6. Integrate and implement a pan-European Marine Information System of Systems (EuroMISS) for general end user needs
7. Develop methodology and demonstrate an European Decision Support System for coastal and regional seas (EuroDeSS) that responds to the needs from targeted end users, as emphasized in the GEOSS and GMES initiatives
8. Carry out technology transfer both in Europe and at intercontinental level; establish education and training capacities to meet the need for ocean forecasters.
2.2. Data Management System objectives

The Data Management System (DMS), which is being developed in ECOOP T2.2, is formally part of part of ECOOP WP2 - ‘Integration of observing networks’. The overall objectives of ECOOP WP2 are [2]:
1. Integration of existing EU-wide marine observation systems.
2. Harmonising flow of real time and near real time observational data.
3. Co-ordinating the access of Earth Observation (EO) products in order to maximise the benefit from existing national and European resources.
In particular, ECOOP T2.2 is establishing a pan-European Data Management System (DMS) for marine data. In order to maximise the value and benefit from existing national and European resources in operational oceanography, existing EU-wide marine observation systems have to be integrated to harmonise the flow of real-time and near real-time observational data. A harmonised data management system is required to reduce the duplication of effort among agencies, scientific research centres and political initiatives. This effort will help maximise the value and benefit from existing national and European resources in operational oceanography, and better guarantee that marine data will be more accessible to the public and the private sectors.
Therefore, the ECOOP DMS is developing and implementing a framework for managing and providing access to harmonised, quality assured observational and satellite marine data and associated metadata sourced from regional centres. Commonly used quality assurance methods also have to be included to increase the reliability and value of available marine data. Within ECOOP, the Data Management System also provides a single interface to the EuroMISS (European Marine Information System of Systems) in ECOOP WP8. EuroMISS is a “system of systems”, integrating distributed data management centres and their thematic portals. The ECOOP DMS will act as another node in the EuroMISS network, providing a single connection point for the regional data centres that it integrates. ECOOP is concerned with the following regional centres:
· NOOS (North West Shelf Operational Oceanographic System)
· BOOS (Baltic Operational Oceanographic System)
· IBI-ROOS (Iberian Biscay Ireland Regional Operational Oceanographic System)
· MOON (Mediterranean Operational Oceanography Network)
· Black Sea GOOS (Black Sea Global Ocean Observing System)
The first four operational oceanography regions listed are formally part of EuroGOOS, which is an association of European national agencies for developing operational oceanographic systems and services in European seas, and for promoting European participation in the Global Ocean Observing System (GOOS). Also, a Memorandum of Understanding (MoU) was signed between EuroGOOS and the Black Sea GOOS in 2001.
Version 0 of the ECOOP Data Management System (EDMS) is a static web portal (available online at http://ecoop.ucc.ie/static.php) which provides information on, and links to, the existing regional centres. From version 1, the EDMS is being extended to become a full data management system, integrating, in a dynamic way, the data, metadata and services available from the regional centres. In order to realise this, a robust architecture for the ECOOP Data Management System was defined. The next chapter reviews the Data Management System architecture plan and current specification status.
3. DMS Architecture 
The ECOOP Data Management System dovetails with ongoing developments of other EU projects such as SeaDataNet, MERSEA, MyOcean, SEPRISE and InterRisk, taking into account upcoming INSPIRE directive guidelines and GMES (Global Monitoring for Environment and Security) Marine Core Service policy. The system architecture contains three major INSPIRE service types:
1. Discovery services
2. View services
3. Download services
An overview of the ECOOP DMS architecture is illustrated in Figure 3‑1. 
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Figure 3‑1 Overview of ECOOP Data Management System architecture

The DMS focuses on marine observational data including sea temperature, salinity, wave, currents, sea level data and river run-off data. Currently, there are many different systems and processing chains existing in-house within the Regional Operational Oceanographic System (ROOS) centres that manage these types of data. These systems vary from ESRI geo-databases using Arc Marine data model to simple flat ASCII files. The DMS does not aim to re-engineer these internal systems, but instead at a higher level, to add common INSPIRE-type service interfaces on top of these existing systems. The principle of the DMS architecture is that regional data centres make their real-time and near real-time data and metadata available in harmonised data formats. It is then possible to build INSPIRE-type services on top of these common data formats. In fact, the DMS acts as a component that simply sits over this harmonised data and metadata. Once the regional centres conform to the harmonised formats, the DMS component can be simply installed within each centre. Also, common quality control procedures can be more easily implemented and reused on top of this harmonised data. This generic approach reduces duplication of effort and cost, compared to each organisation individually implementing services, quality control procedures, etc., possibly in slightly different ways which can affect interoperability.

3.1. Architecture Implementation plan


The architecture implementation plan is broken into three main phases. Phase 1 is harmonisation of data and metadata exchange formats within regional centres. Phase 2 is the deployment of INSPIRE-type service interfaces on top of these harmonised data and metadata formats. Phase 3 is an option to connect a data centres harmonised data and metadata formats to the SeaDataNet portal.
3.1.1. Implementation Phase 1: Harmonisation of data and metadata
The goal of Implementation Phase 1 is for data centres to publish harmonised data formats and metadata exchange formats for observation data via a web site (HTTP) or an FTP site. In order for a data centre to connect to the full dynamic version of the ECOOP Data Management System, then that centre should realise this Implementation Phase 1 (Figure 3‑2). Therefore, Phase 1 is mandatory. The details of Phase 1 data and metadata standards are specified in Chapters 4, 5 and 6.
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Figure 3‑2 Phase 1: harmonisation of data and metadata exchange formats
3.1.2. Implementation Phase 2: Deployment of Web Services 
The goal of Implementation Phase 2 is to deploy INSPIRE-type web service interfaces on top of harmonised data and metadata exchange formats. Individual services can be either setup locally within a data centre (Figure 3‑3), or remotely at a central services portal (Figure 3‑4). Therefore, Phase 2 is not mandatory within a data centre. A central services portal is planned to assist in remote service deployment if required. This central services portal will be active during the ECOOP project lifespan at CMRC. However, local deployment is recommended in terms of long term maintenance.
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Figure 3‑3 Local deployment of services 
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Figure 3‑4 Remote deployment of services
3.1.3.  Implementation Phase 3: ECOOP connectivity to SeaDataNet
The goal of Implementation Phase 3 is make real the opportunity for a data centre to make their data and metadata visible and accessible through the SeaDataNet portal (Figure 3‑5). If a data centre harmonises their data and metadata according to SeaDataNet standards, then no extra work is required by any ECOOP in situ data centre. The details of these data and metadata standards are specified in Chapters 4 and 5.
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Figure 3‑5 Dual data discovery and access from ECOOP portal(s) and SeaDataNet portal

4. Data exchange formats
At present, there is no single de-facto data format for storing observational data. Nevertheless, a number of different data formats have emerged which are used by marine community. Common data formats include netCDF (based on the CF convention), MEDATLAS (originally based on the GETADE recommendations), SeaDataNet ODV import format (based on Ocean Data View). Data formats are still evolving, with their underlying data models moving towards the concept of Feature Types based on ISO/TC211 standards. For example, Unidata are developing the Common Data Model that can represent scientific data types such as point, trajectory, station, grid, etc., which will be implemented in netCDF format.
4.1. ECOOP DMS data exchange formats

ECOOP is following EuroGOOS DataMEQ-WG recommendations concerning in situ data formats:
1. SeaDataNet ODV format (ASCII)


2. SeaDataNet MEDATLAS format (ASCII)
3. OceanSITES format (netCDF)
Given ECOOP time-frame and resources the most convenient data exchange format for ECOOP is ODV. The SeaDataNet project fully supports ODV. Also, SeaDataNet supports the MEDATLAS as an optional format. SeaDataNet does not support the OceanSITES format. In fact, SeaDataNet have not yet specified a netCDF format to date. However, in 2009, SeaDataNet are expected to make progress regarding the specification of a netCDF format and OceanSITES is seen as the starting point. This new netCDF format will not be ready before ECOOP Data Management System deadlines, but ECOOP will follow progression and will support it as required. It is up to each data centre to decide on their preferred data format from the DataMEQ-WG recommendations, based on their internal requirements, expertise and resources.
4.1.1. SeaDataNet ODV format
The ASCII SeaDataNet ODV format is specified by SeaDataNet. It is obligatory under SeaDataNet project. Please refer to associated documents for more information:



· “Specification of SeaDataNet Data Transport Formats.doc”: 

for SeaDataNet ODV format specification.
· “Examples of SeaDataNet variant ODV spreadsheet-based import format.xls”: 

for SeaDataNet ODV format examples.
4.1.2. SeaDataNet MEDATLAS format
The ASCII SeaDataNet MEDATLAS format is specified by SeaDataNet. Please refer to associated documents for more information:



· “Specification of SeaDataNet Data Transport Formats.doc”: 

for SeaDataNet MEDATLAS format specification.
· “Examples of SeaDataNet MEDATLAS format.zip”: 

for SeaDataNet MEDATLAS format examples.
4.1.3. OceanSITES format
The netCDF OceanSITES format is specified by the OceanSITES program. Please refer to associated documents for more information:



· “oceansites_user_manual.pdf”: 

for oceanSITES v1.1 format specification.
5. Data file catalogue
A data file catalogue is required to inventory and maintain information on the data files that are available for download from a web / FTP site within a data centre. It contains fine-grained or low-level metadata. Each individual metadata record is usually associated with an individual data file. Therefore, this catalogue enables data file discovery, and thus paves the way for direct online data access, or direct online requests for data access and delivery.
5.1. Data file catalogue for the ECOOP DMS
The purpose of the data file catalogue is to inventory in situ data files produced by the ECOOP DMS data centres, thus, enabling end-users to discover and access these data files. The use of the data file catalogue to discover data is unrestricted, and therefore can be regarded as publicly available. However, actual online access to the data can be restricted using security protocols such as password authentication. It is mandatory for an ECOOP DMS data centre to maintain metadata for the data file catalogue.
The recommended metadata exchange format to implement in situ dataset catalogues within the ECOOP data management system is:

1. SeaDataNet CDI (Common Data Index)


In concept, a CDI catalogue is comparable to a THREDDS catalogue (particularly used for gridded data such as ocean models and satellite).
5.1.1. SeaDataNet CDI

The SeaDataNet CDI metadata format is specified by SeaDataNet. It is obligatory under the SeaDataNet project. CDI is encoded in XML and uses the ISO 19115 metadata model. Also, SeaDataNet have made a tool available, called MIKADO, to generate CDI XML files. Please refer to associated document to install MIKADO:


· “MIKADO_V1.4.zip”: 
for MIKADO CDI tool.
Note: MIKADO needs to be updated with a small and simple adaption to support real-time data.
Note: ECOOP needs a simple (Java) tool to time-stamp CDI records for real-time data support (i.e. update CDI record at every sampling event)
Note: Proposed updates/clarifications described below in section below will be presented at the next SeaDataNet meeting in Hamburg on 21-22 November in order to agree these changes. 
Note: If you have problems running MIKADO due to a proxy / firewall problem then try editing the mikado.bat or mikado.csh file and add the following proxy configuration information:
-DproxySet=true -DproxyHost=myProxyServer -DproxyPort=PortNumber
For example, the new command within the mikado.bat or mikado.csh file with these updates will look something like:

java -Djava.endorsed.dirs="dist/lib" 
-DproxySet=true  -DproxyHost=myproxy.com -DproxyPort=8080 -jar dist/mikado.jar .
5.2. SeaDataNet MIKADO tool for CDI creation
The SeaDataNet MIKADO tool can be used to help create initial CDI record for a data centre. There are 9 tabs in MIKADO.
Note: This section is now 99% specified, but needs updating after these small chages / clarifications are confirmed.
5.2.1. Identification tab
CDI file gives information or metadata on a dataset, while that dataset gives the actual data. Therefore, the identification of the CDI record is very important because each CDI file should match to a dataset. 
The CDI “dataset-id” must be a UNIQUE LOCAL identifier. Note: This will correspond to a LOCAL CDI identifier in a matching dataset (e.g. the SeaDataNet ODV dataset).
The CDI “dataset-name” is the name of the dataset. Note: For ECOOP, this filename should correspond to the matching dataset (e.g. the SeaDataNet ODV dataset). 
[image: image6.png]Mikado V1.4 Manual /.CDI : C:\example_CDI.xml
Manual Automatic Vocabulary Update 7

Identification | Where | When | What | How Where tofindthe data | Cruise/Station

Dataset.id * [y

CDlidentifier o

Dataset.name * [my dataset name

e ID must be 3 UNIQUE LOCAL identiier The LOCAL_ID is vital fa the updiating process, so|
the Central systern will rscognise whether new contributions are UPDATES of existing records|
OR really new records.





Figure 5‑1 CDI Identification tab
5.2.2. Where tab
The Where tab gives information regarding the location where the associated data comes from. At a minimum this includes “Geographic coverage (bounding box)” and “Measuring Area Type”
The CDI “Geographic coverage (bounding box)” gives the extent of the data. For ECOOP fixed station or profile data, this will consist of a “west longitude” value and a “south longitude”.

The CDI “Measuring Area Type” is the geospatial feature type. For ECOOP fixed station or profile data, this will be “point”.
The CDI “Datum of coordinate system” is typically “World Geodetic System 84” for latitude/longitude coordinates. For ECOOP, “World Geodetic System 84” will be the typical value.
The CDI “Vertical element” gives information on vertical instrument depth, vertical datum and water depth. For ECOOP fixed station or profile data, these values should be set appropriately.
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Figure 5‑2 CDI Where tab

5.2.3. When tab
The When tab gives information regarding the time extent of the associated data. 

The CDI “Start date” and “End date” gives the associated start date/time and end start date/time of the associated data. For ECOOP fixed stations, which are time-series data, there are three possibilities in terms of data management:
1. Archive data
 
Data is not updated after created. Associated CDI metadata will have fixed start and end date. (Data in SeaDataNet is chiefly archive to date).
2. Growing real-time file 

Data is appended at every sampling event and grows indefinitely or until some special event occurs such as year-end. Associated CDI metadata has a fixed start date, but end start is updated at every sampling event.
3. Rolling archive 

At every sampling event, the most recent sample record is appended to data, while oldest data record is deleted. Therefore, both start-date and end-date change every sampling event. 
To help 2 and 3 above it is proposed to create a simple generic Java program to timestamp a CDI record for real-time data, which can be used in processing chain at data centre. Example of command line: 

java -jar CDItimestamp.jar 

startdate="2007-10-15T00:00:00" 

enddate="2007-09-15T00:00:00" 

myCDItemplate.xml
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Figure 5‑3 CDI When tab

The CDI “Sampling interval” gives the sampling interval for time-series date. For ECOOP times-series data (e.g. fixed stations), this must be set (e.g. “hour to sub-day” for hourly sampling).

5.2.4. What tab
The What tab gives information regarding what the associated data is.

The CDI “Parameters” list records the parameters. For ECOOP please list all relevant parameters for the associated data.

The CDI “Abstract” is a free text field to describe the associated data. For ECOOP, this should give some useful information on the fixed station data, etc.
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Figure 5‑4 CDI What tab

5.2.5. How tab
The How tab gives information regarding how the associated data is collected.

The optional CDI “Instrument” notes the instrument device.

The CDI “Platform class” notes the platform class used to record data. For ECOOP fixed stations, this could be “moored surface buoy”, etc.
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Figure 5‑5 CDI How tab

5.2.6. Who tab
The Who tab gives information regarding both the holding data centre and the originator(s) of the associated data.

The CDI “Point of Contact (holding centre)” lists a single data centre that is responsible for managing the associated data. The centre name is retrieved from EDMO database.
The CDI “Originator centres” lists one or more centres who are originator of the associated data. The centre names are retrieved from EDMO database.
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Figure 5‑6 CDI Who tab

5.2.7. Where to find the data tab
The Where to find the data tab gives information regarding both the holding data centre and the originator(s) of the associated data.

The CDI “Distributor” lists the organisation name responsible for distributing the associated data. The centre name is retrieved from EDMO database.

The CDI “Collate-centre” lists the organisation name responsible creating the metadata. The name is retrieved from EDMO database.

The CDI “Dataset Access Restrictions” lists one of more access constraints on the associated data.
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Figure 5‑7 CDI Where to find the data tab

SeaDataNet uses a “download manger” to access data, which we do not require for ECOOP. The proposed solution for ECOOP is to directly use an FTP or web site to distribute data files. Once confined by SeaDataNet, this tab within the MIKADO GUI will be updated.

Until MIKADO is updated, the proposed changes can be made manually. This means, you need to manually edit the underlying XML generated by MIKADO. We are interested in the changing the values in the sections coloured in red below. 
Original section of XML generated by MIKADO:

-<distTranOps>
<transSize>0.25</transSize> 

<onLineSrc>
<linkage>http://www.sdn-taskmanager.org/</linkage> 

<orDesc>a database ref</orDesc> 

<orFunct>
<OnFunctCd value="downloadRegistration" /> 
</orFunct>
</onLineSrc>
 </distTranOps>
Because some values are hardcoded in MIKADO, for the moment manually edit the XML for ECOOP:
-<distTranOps>
<transSize>0.25</transSize> 

<onLineSrc>
<linkage>URL to website or FTP directory, 
e.g. ftp://myorganisation.com/ecoop/</linkage> 

<orDesc>your in situ file name</orDesc> 

<orFunct>
<OnFunctCd value="URL" /> 
</orFunct>
</onLineSrc>
 </distTranOps>
5.2.8. Cruise/Station tab
The Cruise/Station tab gives information regarding either the cruise or station. At least cruise information or station information is mandatory. In general station information is required for ECOOP.

The CDI “Cruise information” gives information on the cruise.

The CDI “Station information” gives information on the station from where data is got. 
For fixed observation stations in ECOOP, it is correct to leave “Cruise information” blank, and only fill “Station information”. “Station name” notes the station name, “Station id” is a local id for the station (i.e. not EDIOS station id).
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Figure 5‑8 CDI Cruise/Station tab

5.2.9. Others tab
The Other tab gives other useful information.
The optional “Projects” lists zero, one or more projects from the EDMERP database.

The “Data size” notes the estimated size in megabytes of the associated data.

The “Data format” notes the associated data format and its version. At present ODV is 0.3 and MEDATLAS is 2.0.


The “revision date” notes the revision date of the associated data.
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Figure 5‑9 CDI Others tab

6. Product Catalogue

For ECOOP, a product is a set or collection of comparable datasets produced by a data centre. For example, a processing chain within a data centre that produces data files for wave station observations can be regarded a single wave product. The role of a product catalogue is to document such products. The catalogue contains general or high-level metadata. Each individual product metadata record is usually associated with a collection of data files (i.e. not individual data files). In contrast, it is the role of the data file catalogue (described in chapter 5) to inventory the individual data files within the product.
6.1. ECOOP Product Catalogue

The purpose of the ECOOP product catalogue is to document data products produced by ECOOP. This high-level information makes is easier for end-users to understand what is produced by ECOOP. It is mandatory for all ECOOP data centres producing data products, such as in situ, remote sensing, and ocean forecasting model products, to update and maintain metadata for the product catalogue.
The ECOOP product catalogue is specified and developed by EuroMISS (WP8). It is a central catalogue hosted at IFREMER. The first version of the catalogue is available at:

http://www.ifremer.fr/cocoon2/camiif/catalog/ECOOP/catalog-partner.html
Data centres can use a web-form on this website to register their product metadata content. For guidelines on this process, please refer to associated document for more information:


· “ECOOP-WP8-IFR-UMAN-CAT-001-01.pdf”
7. Web services deployment Framework 

Version 2 of this report will detail support for web services such as DAPPER, WFS, WMS, and CSW. Apache Tomcat will be used for deploying these application web services. If a data centre wishes to support web services, then they must first install Apache Tomcat. Full installation instructions will follow after first data becomes made available by data centres.
The technology reason:

Java “servlets” can be deployed within Tomcat. For example, DAPPER contains two servlets. The DAPPER “dods” servlet implements the OPeNDAP protocol for DAPPER, while the “dchart” servlet implements a visualisation front-end. A small piece of development work is required to automatically ingest data from a data centre’s FTP site into DAPPER system. Once data is readily prepared by a data centre, we can proceed to finalising this development, and hence the full installation instructions.
So, first data from data centre is required, then full instructions will follow. Development for DAPPER and CSW are currently most advanced, so just need real data/metadata from data centre to finalise.
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9. Interfacing river data to the ECOOP DMS (T2.5)
This chapter describes the file formats and data generation procedures for supplying river discharge data to the ECOOP Data Management System (EDMS). 

…

9.1. River data 

The river data of primary interest in the ECOOP context is the freshwater discharge (also referred to as river flow rate, freshwater transport and volume flux) to the sea, measured and acquired in near real-time. There are several other commonly observed river parameters that are potentially valuable for monitoring and forecasting systems for the coastal circulation and ecosystem: water temperature, nutrient concentrations, pollutant and sediment loads. However, in order to be useful these observations are all dependent on knowledge of the discharge in order to calculate the transport of heat and substances to the sea. Therefore, focus is initially on the discharge data. 
Consider a river discharge datum, which is a single number with canonical unit m3s-1. It can be an instantaneous observation or a time average (typically a daily mean). Observation frequency varies widely; from 10 minutes up to monthly intervals. Observations may be made with various instruments, either direct measurement or, more typically, derived from other, cheaper observations. A basic problem with using observed river flows in connection with coastal oceanography is that the observing stations are seldom located near the river mouth; some form of manipulation must be carried out to estimate the actual freshwater discharge to the sea. Thus, the discharge observation can be:

· a direct measurement of the flow rate, such as from a calibrated current meter of some kind (rare);
· a direct measurement of the water level, which is then converted to a flow rate (most common);
· a direct measurement of the flow rate or water level at an upstream station (for example, Emmerich on the Rhine), which is then used to estimate the discharge to the sea farther downstream.
· a prognosis from some kind of model (numerical or statistical). 
It is important for the oceanographic user of these data to be aware of these characteristics.
9.1.1. Case for Norwegian river data

As an example, consider the data processing chain for river discharge data used by met.no as input to their coupled hydrodynamical-ecosystem forecast model. The Norwegian Water Resources and Energy Directorate (NVE) obtain measurements from ~20 automated observing stations which have been identified as of interest to coastal oceanography. Data are transmitted in real-time to NVE and processed to daily mean flow rates. In addition, NVE produces predictions of the daily mean flow rate for the same stations. For use by met.no, NVE collates these data into a rolling daily archive file that contains the best available daily data for the past week. Specifically, the daily file contains observed values for the past six days insofar as they are available, plus the prediction for today. At times, the acquisition of data from a station may be delayed for several days, in which case prior predictions are repeated. Normally, the prediction for today is updated to a true observation in the file produced tomorrow. 
At present, only discharge data are delivered from NVE. Other observed parameters may be added in the future.

The daily files are delivered to met.no at approximately 08:45 UTC so that they may be used in the operational model runs performed in the early afternoon. Data from NVE are extracted and combined with discharge data from other sources to produce daily data files in conformance with met.no’s internal data structures. When used as freshwater inputs to the numerical model, the delivered discharge values are adjusted according to formulae for discharge to the sea derived by experts at NVE. This last step is done on the fly, so only the data delivered by NVE are archived for later reference. 
9.2. The data and metadata files

The recommended procedure for providing single point time series data to the EDMS utilises an ODV-CDI file pair, as described above. Data are contained in the ODV file and the corresponding metadata are stored in the CDI file; a unique CDI_ID binds the file pair. The principle is one river observing station per file pair, but the data file may contain several observed parameters and observation times. 
9.2.1. ODV data file

The file format is a version of the SeaDataNet ODV specification for time series data referred to in section 4.1.1 SeaDataNet ODV format.  
Parameter names and units
First, it is necessary to select parameter names and units appropriate for the river discharge data. Parameters for the river discharge data are identified in the ODV files according to the SeaDataNet P011 vocabulary (maintained by BODC and found at http://seadatanet.maris2.nl; hereafter referred to as “SDN:P011”). A selection of appropriate SDN:P011 entries is given in Table 9‑1. The entries RFDSCHnn for discharge have been introduced into the SDN:P011 vocabulary at the request of ECOOP T2.5 in order to cover expected parameter types pertaining to river flow. The surface elevation and temperature parameters are included as examples of other relevant observation types. Other parameters, such as nutrient and pollutant concentrations, have not been included here, for the sake of brevity. If needed, relevant parameter names may be found by searching the SDN:P011 vocabulary or, if nothing appropriate is found, by requesting the introduction of new parameters (contact: sdn-userdesk@seadatanet.org or rkl@bodc.ac.uk).  
	entrykey
	entryterm
	entrytermabbr

	RFDSCH11
	Discharge (daily mean) of water
	RivDschDailMeanUnspec

	RFDSCH12
	Discharge (daily mean) of water by direct reading current meter and calculation from flow
	RivDischargeCM

	RFDSCH14
	Discharge (daily mean) of water by model prediction
	RivDischargePred

	RFDSCH13
	Discharge (daily mean) of water by water level gauge and calculation from level
	RivDischargeHt

	RFDSCH01
	Discharge of water
	RivDischargeUnspec

	RFDSCH02
	Discharge of water by direct reading current meter and calculation from flow
	RivDischargeCM

	RFDSCH04
	Discharge of water by model prediction
	RivDischargePred

	RFDSCH03
	Discharge of water by water level gauge and calculation from level
	RivDischargeHt

	ASLVZZ01
	Surface elevation (unspecified datum) of the water column
	SeaLevel

	ASLVZZ02
	Surface elevation (unspecified datum) of the water column
	SLUnspec2

	ASLVZZLA
	Surface elevation (unspecified datum) of the water column by infra-red laser rangefinder (infra-red LIDAR)
	SL_ZZ_laser

	TEMPPR02
	Temperature of the water column
	UspTmp2

	TEMPPR03
	Temperature of the water column
	UspTmp3

	TEMPPR01
	Temperature of the water column
	Temp


Table 9‑1: Selected SeaDataNet P011 vocabulary names appropriate for river data. 
Units are identified from the SeaDataNet P061 vocabulary (also found at http://seadatanet.maris2.nl; hereafter, “SDN:P061”).  
Constructing an ODV file for river flow data

Table 9‑2 shows the contents of a sample data file in ODV format. The basic ODV description has been given elsewhere in this document and will not be repeated in detail here. The particular issues for constructing an ODV file for river flow data are illustrated in this example and are outlined in the following. 

· There is one file for the observing station Solbergfoss on the Glomma River in Norway for the observations updated at 0945 on 24 November 2008. 

· The file name is NO_RF_SOLBERGFOSS_20081124-094500.txt. It is constructed from the following elements, each separated by and underscore character: NO is the (abbreviated) country of the station; RF identifies the contents as River Flow data; SOLBERGFOSS is the unique name of the observing station; a time stamp for the bulletin, i.e., when the data file was created, as yyyymmdd-hhmmss. txt indicates that the file is a tab-separated ascii text file.
· The name of the river is given in the “Cruise” column. It should be taken from the GRDC metadata (found at http://grdc.bafg.de/servlet/is/910/), if possible.
· The name of the station must be unique and should be taken from the GRDC metadata (found at http://grdc.bafg.de/servlet/is/910/), if possible. 

· The “Type” is set to “B” since the time series is < 100 in length. 

· The time datum in column 4 should refer to the latest observation in the file. 

· The LOCAL_CDI_ID is up to the providing centre to set. The only requirement is that it be unique locally at the centre. When combined with the EDMO_code, any external user is ensured to have a unique ID identifying the data set. It is recommended to include a time stamp in the ID for data that are routinely updated, which is the case for, for example, daily updated river flow data. In the example, the LOCAL_CDI_ID is constructed in a similar fashion to the file name; the country code is not necessary since the EDMO_code serves the same purpose. 
· The EDMO_code is unique for each data provider. The code given in the ODV file is that of the original data provider and not the ECOOP/ROOS data assembly centre. The current list is found at http://seadatanet.maris2.nl/edmo/. 

· The sample file contains three observations made at the station: daily mean discharge (volume flux of fresh water) deduced from water level observation; daily mean discharge predicted by a numerical model; water temperature. These are assigned parameter names, SDN entrykeys and SDN units in the semantic header as shown in the following table. Note that the parameter name must be the same in the semantic header lines and the data column headings. 
	Observation 
	Parameter name
(<subject> with SDN:LOCAL:: prepended) 
	SDN entrykey
(<object> with SDN:P011:: prepended)
	Units
(<units> with SDN:P061 prepended)

	Daily mean discharge derived from water level
	Discharge
	RFDSCH13
	CMPS

	Daily mean discharge from numerical model
	Discharge prediction
	RFDSCH14
	CMPS

	Water temperature
	Temperature
	TEMPPR01
	UPAA


Table 9‑2: Coding of observed quantities and parameter codes for the sample ODV data file (Table 9‑3).
· The time coordinate for the data is defined as the “Chronological Julian Day,” which in ODV is defined as the decimal number of days after -4713-01-01 00:00 UTC. NB! This reference datum is 0.5 days earlier than the usual definition (cf. http://en.wikipedia.org/wiki/Julian_Date) which is commonly implemented in computational packages such as the perl module Astro::Time. 
· The observed discharge quantities are daily averages over the calendar day and are therefore assigned the time datum 12:00 UTC. 
· The example ODV file contains data for the current day and the six past days for the Solbergfoss station. This reflects the particular data processing chain for met.no (data file producer and data assembly centre) and NVE (data provider), cf. section 9.1.1. The length of the time series included in an ODV time series file is up to the data file producer. 
· In the example, there are observed values of the daily mean discharge for the previous six days and predictions for all seven days. For the current day (the same day as the file is produced) there is only a predicted value. The predictions for the previous days are usually simply carried forward from previous daily files, but may also be updated values from new analyses.  
· In the example, temperature is measured once a week. 
In practise, ODV file production may be automated using scripting or other programming methods. It may also be possible to use macro programming in a spreadsheet application. 
	//SDN_parameter_mapping
	
	
	
	
	
	
	
	
	
	
	
	
	

	//<subject>SDN:LOCAL:Chronological Julian Date</subject><object>SDN:P011::CJDY1101</object><units>SDN:P061::UTAA</units>
	
	
	
	
	
	

	//<subject>SDN:LOCAL:Discharge</subject><object>SDN:P011::RFDSCH13</object><units>SDN:P061::CMPS</units>
	
	
	
	
	
	

	//<subject>SDN:LOCAL:Discharge prediction</subject><object>SDN:P011::RFDSCH14</object><units>SDN:P061::CMPS</units>
	
	
	
	
	
	

	//<subject>SDN:LOCAL:Temperature</subject><object>SDN:P011::TEMPPR01</object><units>SDN:P061::UPAA</units>
	
	
	
	
	
	

	//
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Cruise
	Station
	Type
	yyyy-mm-ddThh:mm:ss.sss
	Longi​tude [degrees_east]
	Lati​tude [degrees_north]
	LOCAL_CDI_ID
	EDMO_code
	Bot. Depth [m]
	Chrono​logical Julian Date [days]
	QV:SEADATANET
	Dis​charge [m3/s]
	QV:SEADATANET
	Dis​charge predic​tion [m3/s]
	QV:SEADATANET
	Temperature [degC]
	QV:SEADATANET

	GLOMMA
	SOLBERGFOSS
	B
	2008-11-24T12:00:00.000
	11.15
	59.64
	RF_SOLBERGFOSS_20081124-094500
	1685
	0
	2454789.50
	1
	550
	1
	580
	1
	
	9

	
	
	
	
	
	
	
	
	
	2454790.50
	1
	542
	1
	570
	1
	3.5
	1

	
	
	
	
	
	
	
	
	
	2454791.50
	1
	508
	1
	560
	1
	
	9

	
	
	
	
	
	
	
	
	
	2454792.50
	1
	458
	1
	500
	1
	
	9

	
	
	
	
	
	
	
	
	
	2454793.50
	1
	455
	1
	480
	1
	
	9

	
	
	
	
	
	
	
	
	
	2454794.50
	1
	446
	1
	440
	1
	
	9

	
	
	
	
	
	
	
	
	
	2454795.50
	1
	
	9
	430
	1
	
	9


Table 9‑3: Contents of a sample ODV data file for river data, shown in tabular form for clarity. Each row in the table becomes a single line in the ODV file, while columns are separated by tabs. 

9.2.2. The CDI metadata file

CDI metadata files may be written using the MIKADO application, as described in detail in section 5.2 SeaDataNet MIKADO tool for CDI creation.  An example xml metadata file, which corresponds to the ODV data file described above, is included in Appendix A9. This file has been created with MIKADO v1.x.
In practice, MIKADO may be used to create a template for the metadata file. For routine updating, only a few items - the time stamps and LOCAL_CDI_ID – will need to be changed. This may be done quite easily using java, perl or similar. 

Appendix A9: CDI metadata file example

The following xml code may also be viewed and edited in MIKADO.
<?xml version="1.0" encoding="UTF-8"?>

   <Metadata xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"  xsi:noNamespaceSchemaLocation="http://www.seadatanet.org/validator/cdi/cdi_sdn_v1.3_1.16.xsd" >

      <mdFileID>SDN:CDI:LOCAL:RF_SOLBERGFOSS_20081124-094500</mdFileID>

      <mdLang>

         <languageCode value="en"  />

      </mdLang>

      <mdChar>

         <CharSetCd value="utf8"  />

      </mdChar>

      <mdHrLv>

         <ScopeCd value="dataset"  />

      </mdHrLv>

      <mdHrLvName SDNIdent="SDN:L231:3:CDI" >Common Data Index record</mdHrLvName>

      <mdContact>

         <rpOrgName SDNIdent="SDN:EDMO::1212" >Norwegian Meteorological Institute</rpOrgName>

         <rpCntInfo>

            <cntPhone>

               <voiceNum>+47-22963000</voiceNum>

               <faxNum>+47-22963050</faxNum>

            </cntPhone>

            <cntAddress>

               <delPoint>Niels Henrik Abelsvei 40 P.O. Box 43 Blindern </delPoint>

               <city>Oslo</city>

               <adminArea></adminArea>

               <postCode>N-0313</postCode>

               <country>Norway</country>

               <eMailAdd>met.inst@met.no</eMailAdd>

            </cntAddress>

            <cntOnLineRes>

               <linkage>http://www.met.no</linkage>

            </cntOnLineRes>

         </rpCntInfo>

         <role>

            <RoleCd value="author"  />

         </role>

      </mdContact>

      <mdDateSt>2008-11-26T13:46:33</mdDateSt>

      <spatRepInfo>

         <VectSpatRep>

            <geometObjs>

               <geoObjTyp>

                  <GeoObjTypCd value="point"  />

               </geoObjTyp>

            </geometObjs>

         </VectSpatRep>

      </spatRepInfo>

      <refSysInfo>

         <MdCoRefSys>

            <refSysID>

               <identAuth>

                  <resTitle>SeaDataNet geographic co-ordinate reference frames</resTitle>

                  <resAltTitle>L101</resAltTitle>

                  <resRefDate>

                     <refDate>2007-02-10T06:45:02</refDate>

                     <refDateType>

                        <DateTypCd value="revision"  />

                     </refDateType>

                  </resRefDate>

                  <resEd>2</resEd>

                  <citId>http://www.seadatanet.org/urnurl/</citId>

               </identAuth>

               <identCode SDNIdent="SDN:L101:2:4326" >World Geodetic System 84</identCode>

            </refSysID>

         </MdCoRefSys>

      </refSysInfo>

      <mdExtInfo>

         <extEleInfo>

            <extEleName>SDN:EDMO::</extEleName>

            <extEleDef>http://www.seadatanet.org/urnurl/</extEleDef>

            <eleDatatype>

               <DatatypeCd value="codelist"  />

            </eleDatatype>

            <extEleParEnt>SeaDataNet</extEleParEnt>

            <extEleSrc>

               <resTitle>European Directory of Marine Organisations</resTitle>

               <resAltTitle>EDMO</resAltTitle>

               <resRefDate>

                  <refDate></refDate>

                  <refDateType>

                     <DateTypCd value="revision"  />

                  </refDateType>

               </resRefDate>

               <resEd></resEd>

               <citId>http://www.seadatanet.org/urnurl/</citId>

            </extEleSrc>

         </extEleInfo>

         <extEleInfo>

            <extEleName>SDN:L021:1:</extEleName>

            <extEleDef>http://www.seadatanet.org/urnurl/</extEleDef>

            <eleDatatype>

               <DatatypeCd value="codelist"  />

            </eleDatatype>

            <extEleParEnt>SeaDataNet</extEleParEnt>

            <extEleSrc>

               <resTitle>SeaDataNet Geospatial Feature Types</resTitle>

               <resAltTitle>L021</resAltTitle>

               <resRefDate>

                  <refDate>2007-12-20T02:00:05</refDate>

                  <refDateType>

                     <DateTypCd value="revision"  />

                  </refDateType>

               </resRefDate>

               <resEd>1</resEd>

               <citId>http://www.seadatanet.org/urnurl/</citId>

            </extEleSrc>

         </extEleInfo>

         <extEleInfo>

            <extEleName>SDN:L031:2:</extEleName>

            <extEleDef>http://www.seadatanet.org/urnurl/</extEleDef>

            <eleDatatype>

               <DatatypeCd value="codelist"  />

            </eleDatatype>

            <extEleParEnt>SeaDataNet</extEleParEnt>

            <extEleSrc>

               <resTitle>SeaDataNet Measurement Periodicity Classes</resTitle>

               <resAltTitle>L031</resAltTitle>

               <resRefDate>

                  <refDate>2006-12-21T06:43:27</refDate>

                  <refDateType>

                     <DateTypCd value="revision"  />

                  </refDateType>

               </resRefDate>

               <resEd>2</resEd>

               <citId>http://www.seadatanet.org/urnurl/</citId>

            </extEleSrc>

         </extEleInfo>

         <extEleInfo>

            <extEleName>SDN:L071:1:</extEleName>

            <extEleDef>http://www.seadatanet.org/urnurl/</extEleDef>

            <eleDatatype>

               <DatatypeCd value="codelist"  />

            </eleDatatype>

            <extEleParEnt>SeaDataNet</extEleParEnt>

            <extEleSrc>

               <resTitle>SeaDataNet data access mechanisms</resTitle>

               <resAltTitle>L071</resAltTitle>

               <resRefDate>

                  <refDate>2007-02-16T16:59:36</refDate>

                  <refDateType>

                     <DateTypCd value="revision"  />

                  </refDateType>

               </resRefDate>

               <resEd>1</resEd>

               <citId>http://www.seadatanet.org/urnurl/</citId>

            </extEleSrc>

         </extEleInfo>

         <extEleInfo>

            <extEleName>SDN:L081:1:</extEleName>

            <extEleDef>http://www.seadatanet.org/urnurl/</extEleDef>

            <eleDatatype>

               <DatatypeCd value="codelist"  />

            </eleDatatype>

            <extEleParEnt>SeaDataNet</extEleParEnt>

            <extEleSrc>

               <resTitle>SeaDataNet Data Access Restriction Policies</resTitle>

               <resAltTitle>L081</resAltTitle>

               <resRefDate>

                  <refDate>2006-12-06T06:43:45</refDate>

                  <refDateType>

                     <DateTypCd value="revision"  />

                  </refDateType>

               </resRefDate>

               <resEd>1</resEd>

               <citId>http://www.seadatanet.org/urnurl/</citId>

            </extEleSrc>

         </extEleInfo>

         <extEleInfo>

            <extEleName>SDN:L231:3:</extEleName>

            <extEleDef>http://www.seadatanet.org/urnurl/</extEleDef>

            <eleDatatype>

               <DatatypeCd value="codelist"  />

            </eleDatatype>

            <extEleParEnt>SeaDataNet</extEleParEnt>

            <extEleSrc>

               <resTitle>SeaDataNet metadata entities</resTitle>

               <resAltTitle>L231</resAltTitle>

               <resRefDate>

                  <refDate>2008-06-03T01:00:05</refDate>

                  <refDateType>

                     <DateTypCd value="revision"  />

                  </refDateType>

               </resRefDate>

               <resEd>3</resEd>

               <citId>http://www.seadatanet.org/urnurl/</citId>

            </extEleSrc>

         </extEleInfo>

         <extEleInfo>

            <extEleName>SDN:L241:1:</extEleName>

            <extEleDef>http://www.seadatanet.org/urnurl/</extEleDef>

            <eleDatatype>

               <DatatypeCd value="codelist"  />

            </eleDatatype>

            <extEleParEnt>SeaDataNet</extEleParEnt>

            <extEleSrc>

               <resTitle>SeaDataNet data transport formats</resTitle>

               <resAltTitle>L241</resAltTitle>

               <resRefDate>

                  <refDate>2007-09-15T01:00:03</refDate>

                  <refDateType>

                     <DateTypCd value="revision"  />

                  </refDateType>

               </resRefDate>

               <resEd>1</resEd>

               <citId>http://www.seadatanet.org/urnurl/</citId>

            </extEleSrc>

         </extEleInfo>

      </mdExtInfo>

      <dataIdInfo>

         <idCitation>

            <resTitle>NO_RF_SOLBERGFOSS_20081124-094500</resTitle>

            <resAltTitle>RF_SOLBERGFOSS_20081124-094500</resAltTitle>

            <resRefDate>

               <refDate>2008-11-24T09:45:00</refDate>

               <refDateType>

                  <DateTypCd value="revision"  />

               </refDateType>

            </resRefDate>

            <citRespParty>

               <rpOrgName SDNIdent="SDN:EDMO::1685" >Norwegian Water Resources and Energy Directorate (NVE)</rpOrgName>

               <rpCntInfo>

                  <cntPhone>

                     <voiceNum>+ 47 - 22 95 95 95</voiceNum>

                     <faxNum>+ 47 - 22 95 90 00</faxNum>

                  </cntPhone>

                  <cntAddress>

                     <delPoint>P.O. Box 5091</delPoint>

                     <city>Majorstua, Oslo</city>

                     <adminArea></adminArea>

                     <postCode></postCode>

                     <country>Norway</country>

                     <eMailAdd>nve@nve.no</eMailAdd>

                  </cntAddress>

                  <cntOnLineRes>

                     <linkage>www.nve.no</linkage>

                  </cntOnLineRes>

               </rpCntInfo>

               <role>

                  <RoleCd value="originator"  />

               </role>

            </citRespParty>

         </idCitation>

         <idAbs>Observed and prognostic discharge at Solbergfoss station on the Glomma River, Norway. Daily mean data supplied by NVE.</idAbs>

         <idPoC>

            <rpOrgName SDNIdent="SDN:EDMO::1212" >Norwegian Meteorological Institute</rpOrgName>

            <rpCntInfo>

               <cntPhone>

                  <voiceNum>+47-22963000</voiceNum>

                  <faxNum>+47-22963050</faxNum>

               </cntPhone>

               <cntAddress>

                  <delPoint>Niels Henrik Abelsvei 40 P.O. Box 43 </delPoint>

                  <city>Oslo</city>

                  <adminArea></adminArea>

                  <postCode>N-0313</postCode>

                  <country>Norway</country>

                  <eMailAdd>met.inst@met.no</eMailAdd>

               </cntAddress>

               <cntOnLineRes>

                  <linkage>http://www.met.no</linkage>

               </cntOnLineRes>

            </rpCntInfo>

            <role>

               <RoleCd value="custodian"  />

            </role>

         </idPoC>

         <descKeys>

            <keyword SDNIdent="SDN:P021:29:RVDS" >River flow and discharge</keyword>

            <keyword SDNIdent="SDN:P021:35:TEMP" >Temperature of the water column</keyword>

            <keyword SDNIdent="SDN:P021:35:ASLV" >Sea level</keyword>

            <keyTyp>

               <KeyTypCd value="parameter"  />

            </keyTyp>

            <thesaName>

               <resTitle>BODC Parameter Discovery Vocabulary</resTitle>

               <resAltTitle>P021</resAltTitle>

               <resRefDate>

                  <refDate>2008-08-21T01:00:03</refDate>

                  <refDateType>

                     <DateTypCd value="revision"  />

                  </refDateType>

               </resRefDate>

               <resEd>29</resEd>

               <citId>http://www.seadatanet.org/urnurl/</citId>

            </thesaName>

         </descKeys>

         <descKeys>

            <keyword SDNIdent="SDN:L05:4:999" >unknown</keyword>

            <keyTyp>

               <KeyTypCd value="instrument"  />

            </keyTyp>

            <thesaName>

               <resTitle>SeaDataNet device categories</resTitle>

               <resAltTitle>L05</resAltTitle>

               <resRefDate>

                  <refDate>2008-01-11T02:00:04</refDate>

                  <refDateType>

                     <DateTypCd value="revision"  />

                  </refDateType>

               </resRefDate>

               <resEd>4</resEd>

               <citId>http://www.seadatanet.org/urnurl/</citId>

            </thesaName>

         </descKeys>

         <descKeys>

            <keyword SDNIdent="SDN:L061:6:18" >river station</keyword>

            <keyTyp>

               <KeyTypCd value="platform_class"  />

            </keyTyp>

            <thesaName>

               <resTitle>SeaDataNet Platform Classes</resTitle>

               <resAltTitle>L061</resAltTitle>

               <resRefDate>

                  <refDate>2008-02-21T10:55:40</refDate>

                  <refDateType>

                     <DateTypCd value="revision"  />

                  </refDateType>

               </resRefDate>

               <resEd>6</resEd>

               <citId>http://www.seadatanet.org/urnurl/</citId>

            </thesaName>

         </descKeys>

         <resConst>

            <LegConsts>

               <accessConsts SDNIdent="SDN:L081:1:RS" >restricted</accessConsts>

            </LegConsts>

         </resConst>

         <aggrInfo>

            <aggrDSName>

               <resTitle>Solbergfoss</resTitle>

               <resAltTitle>SOLBERGFOSS</resAltTitle>

               <resRefDate>

                  <refDate>2008-11-18</refDate>

                  <refDateType>

                     <DateTypCd value="revision"  />

                  </refDateType>

               </resRefDate>

            </aggrDSName>

            <assocType>

               <AscTypeCd value="source"  />

            </assocType>

            <initType>

               <InitTypCd value="operation"  />

            </initType>

         </aggrInfo>

         <dataScale>

            <scaleDist>

               <value>

                  <Decimal></Decimal>

               </value>

               <uom>

                  <UomTime>

                     <uomName SDNIdent="SDN:L031:2:5" >day to sub-week</uomName>

                     <conversionToISOstandarUnit></conversionToISOstandarUnit>

                  </UomTime>

               </uom>

            </scaleDist>

         </dataScale>

         <dataLang>

            <languageCode value="en"  />

         </dataLang>

         <tpCat>

            <TopicCatCd value="oceans"  />

         </tpCat>

         <dataExt>

            <geoEle>

               <GeoBndBox>

                  <westBL>-0.00</westBL>

                  <eastBL>11.153</eastBL>

                  <southBL>0.0</southBL>

                  <northBL>59.636</northBL>

               </GeoBndBox>

            </geoEle>

         </dataExt>

         <dataExt>

            <tempEle>

               <TempExtent>

                  <exTemp>

                     <TM_GeometricPrimitive>

                        <TM_Period>

                           <begin>2008-11-18T12:00:00</begin>

                           <end>2008-11-24T12:00:00</end>

                        </TM_Period>

                     </TM_GeometricPrimitive>

                  </exTemp>

               </TempExtent>

            </tempEle>

         </dataExt>

         <dataExt>

            <vertEle>

               <vertMinVal>0</vertMinVal>

               <vertMaxVal>0</vertMaxVal>

               <vertUoM>

                  <uomName>metres</uomName>

                  <conversionToISOstandarUnit></conversionToISOstandarUnit>

               </vertUoM>

               <vertDatum>

                  <datumId>

                     <identAuth>

                        <resTitle>Height and Depth Vertical Co-ordinate Reference Datums</resTitle>

                        <resAltTitle>L111</resAltTitle>

                        <resRefDate>

                           <refDate>2007-08-24T01:00:02</refDate>

                           <refDateType>

                              <DateTypCd value="revision"  />

                           </refDateType>

                        </resRefDate>

                        <resEd>3</resEd>

                        <citId>http://www.seadatanet.org/urnurl/</citId>

                     </identAuth>

                     <identCode SDNIdent="SDN:L111:4:D22" >local reference plane</identCode>

                  </datumId>

               </vertDatum>

               <vertLimit>0</vertLimit>

            </vertEle>

         </dataExt>

      </dataIdInfo>

      <distInfo>

         <distributor>

            <distorCont>

               <rpOrgName SDNIdent="SDN:EDMO::1212" >Norwegian Meteorological Institute</rpOrgName>

               <rpCntInfo>

                  <cntPhone>

                     <voiceNum>+47-22963000</voiceNum>

                     <faxNum>+47-22963050</faxNum>

                  </cntPhone>

                  <cntAddress>

                     <delPoint>Niels Henrik Abelsvei 40 P.O. Box 43 </delPoint>

                     <city>Oslo</city>

                     <adminArea></adminArea>

                     <postCode>N-0313</postCode>

                     <country>Norway</country>

                     <eMailAdd>met.inst@met.no</eMailAdd>

                  </cntAddress>

                  <cntOnLineRes>

                     <linkage>http://www.met.no</linkage>

                  </cntOnLineRes>

               </rpCntInfo>

               <role>

                  <RoleCd value="distributor"  />

               </role>

            </distorCont>

            <distorFormat>

               <formatName SDNIdent="SDN:L241:1:ODV" >Ocean Data View ASCII input</formatName>

               <formatVer>4</formatVer>

            </distorFormat>

         </distributor>

         <distTranOps>

            <transSize>0.001</transSize>

            <onLineSrc>

               <linkage>ftp://lightning.oslo.dnmi.no/pub/bruceh/noos</linkage>

               <orDesc>NO_RF_SOLBERGFOSS_20081124-094500.txt</orDesc>

               <orFunct>

                  <OnFunctCd value="downloadRegistration"  />

               </orFunct>

            </onLineSrc>

         </distTranOps>

      </distInfo>

   </Metadata>
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